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Abstract

Constrained decoding is a state-of-the-art tech-
nique for restricting the output of a Large Lan-
guage Model (LLM) to obey syntactic rules,
e.g., a regular expression or context-free gram-
mar. In this paper, we propose a method for
extending constrained decoding beyond syn-
tactic constraints, to enforcing formal, logical
constraints that reflect some world model be-
ing reasoned about. We demonstrate proof-of-
concept implementations for the game of chess,
and for propositional resolution proofs: we con-
strain the LLM’s decoding such that the LLM is
free to output whatever tokens it wants, as long
as it does not make illegal moves (chess) or un-
sound proof steps (resolution). We believe this
technique holds promise for improving LLMs’
generation of precise, formal reasoning, as is
particularly necessary for mathematics.

1 Introduction

Proof is the quintessential distinguishing feature
of mathematical discourse. Like other forms of
argumentation, the statements in a proof must be
syntactically correct and semantically meaningful,
and the overall text should lead to the desired con-
clusion. What makes proofs distinctive is that each
statement must be sound, i.e., it must obey formal
logical rules with respect to the preceding state-
ments. This is akin to the moves in a game or
puzzle: each step must be a legal move. Many
applications require such precise, correct, logical
reasoning, underscoring the importance of research
on NLP for mathematics.

Large Language Models (LLMs) have made ex-
traordinary progress on mathematical reasoning,
e.g., both OpenAI and Google DeepMind recently
announced gold-medal-level performance on Inter-
national Math Olympiad problems (Wei, 2025; Lu-
ong and Lockhart, 2025). However, even leading-
edge frontier models frequently make mistakes.
In this paper, we do not concern ourselves with
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Figure 1: ChatGPT-5 (White) is playing against Stock-
fish 17.1 (Black). On move 30, White attempts Rxe7+
(shown in blue), i.e., taking Black’s rook at e7 and at-
tacking Black’s king with White’s rook at a7. This is
illegal as Black’s bishop on c7 is in the way.

wild hallucinations, but rather focus on formally
invalid reasoning: statements that, given the pre-
cise logic of the world model underlying the rea-
soning, are illegal or incorrect. For example, we
pitted ChatGPT-5 against the well-known chess en-
gine Stockfish (Romstad et al., 2008–present) in
a casual game.1 ChatGPT played a solid opening,
but stumbled a bit in the mid-game, reaching the
position shown in Fig. 1 with ChatGPT (White)
to play its 30th move. At this point, ChatGPT
attempted a flagrantly illegal move, presumably

1The details of the game are unimportant, but for the cu-
rious: We used Stockfish version 17.1, with default settings
except a depth-limit of 15. ChatGPT-5 played White, and
Stockfish played Black. The moves played were: 1. e4 e5 2.
Nf3 Nc6 3. Bb5 a6 4. Ba4 Nf6 5. O-O Nxe4 6. d4 b5 7. Bb3
d5 8. dxe5 Be6 9. c3 Be7 10. Re1 O-O 11. Nbd2 Bc5 12.
Nxe4 dxe4 13. Qxd8 Rfxd8 14. Rxe4 Bxb3 15. axb3 Rd1+
16. Re1 Rxe1+ 17. Nxe1 Nxe5 18. Bf4 Bd6 19. Bxe5 Bxe5
20. Nd3 Bd6 21. Re1 a5 22. Ra1 f6 23. Kf1 Kf7 24. Ke2 c6
25. g3 Bc7 26. b4 Re8+ 27. Kf1 a4 28. b3 axb3 29. Ra7 Re7,
whereupon ChatGPT attempted an illegal move.



indicating that it had lost track of the underlying
world model (the board state). Or, for a more math-
ematical example, we asked ChatGPT-5 to produce
a resolution-based refutation proof for a pigeon-
hole problem with 3 pigeonholes. (See §2.2 and
§4.2 for more explanation.) ChatGPT produced 74
logically sound (but sometimes useless or repeti-
tive) resolution steps, before declaring on the 75th
step, confidently but completely unfoundedly, that
it had reached a contradiction and completed the
“proof”. We witnessed similar failures with Claude
Sonnet 4.

Considerable research has boosted performance
of language models on complex reasoning tasks,
with techniques like chain-of-thought (Wei et al.,
2023) and reinforcement learning with verified re-
wards (Wang et al., 2025). However, such tech-
niques do not guarantee that the LLM will not
produce logically illegal outputs. Furthermore, it
seems inefficient to try to train language models
to do fully precise, logical reasoning, when ex-
isting symbolic techniques can handle that well.
For example, Pan et al. 2025 show that it is theo-
retically possible for a custom-programmed trans-
former to decide propositional satisfiability (albeit
inefficiently), but that an empirically trained trans-
former for 3SAT generalizes and scales poorly; in
contrast, existing SAT solvers routinely solve prac-
tical problem instances with millions of variables.
We believe a neuro-symbolic approach — i.e., aug-
menting the language model with logical, symbolic
reasoning — holds great promise to marry the best
attributes of both approaches.2

Specifically, we build our work on constrained
decoding, a state-of-the-art technique for restricting
the output of an LLM to obey syntactic rules, e.g.,
a regular expression (Beurer-Kellner et al., 2023;
Willard and Louf, 2023) or context-free grammar
(Willard and Louf, 2023; Ugare et al., 2024).3 We
propose to lift the concept of constrained decod-
ing beyond syntactic constraints, to enforcing for-
mal, logical constraints that reflect some underly-
ing world model. We demonstrate proof-of-concept

2There is even intriguing neuroscience evidence in support
of such an approach. In a brain imaging study on highly edu-
cated subjects, professional mathematicians used completely
different neural pathways to solve math problems, whereas the
non-mathematically trained subjects relied solely on their lan-
guage pathways, with lower accuracy (Amalric and Dehaene,
2016).

3In recent work, Mündler et al. 2025 have also extended
constrained decoding beyond syntactic constraints, to generate
type-safe code. Our work is philosophically very much aligned
with theirs.

implementations for the game of chess, and for
propositional resolution proofs. We show that our
method is easily implemented with several different
open-source language models, ensuring generation
of guaranteed-correct outputs, while not otherwise
perturbing the language models.

2 Background

2.1 Chess

For 60 years, the game of chess has been pro-
claimed “the Drosophila of AI”.4 “Drosophila”
refers to Drosophila melanogaster, a species of
fruit fly that has been a favorite subject of biological
research as a model organism: they are cheap and
fast to raise, relatively simple for experiments and
analysis, yet they can illuminate the same concepts
important in larger and more relevant organisms.
AI research has used chess for exactly analogous
reasons, and we follow this tradition by using chess
for our initial implementation and experiments.

Chess is a two-player, deterministic (i.e., there is
no luck involved), perfect-information (i.e., there
is no hidden information, like face-down playing
cards), turn-based (i.e., the players take turns mak-
ing moves) game. Each player starts with a stan-
dard set of playing pieces, arranged on the play-
ing board in a standard configuration. One player
(dubbed “White”) plays the light-colored pieces,
and moves first; the other player (“Black”) plays
the dark-colored pieces. There are a variety of
types of pieces, with specific formal rules govern-
ing how each piece is allowed to move on the board,
and to “capture” (remove from the board) pieces
from the opposing player. For example, in the
board position shown in Fig. 1, White’s piece on
square a7 is called a “rook” and is allowed in a
single turn to move any distance vertically or hori-
zontally, but only through empty squares. It could
also move to square c7, resulting in the removal
from the board of Black’s “bishop” currently on
that square. But it is not allowed to move past
c7, because Black’s bishop occupies that square
and blocks further movement. Each player has one
distinguished piece, called the “king”, and to win
the game, a player tries to reach a game state in
which one is attacking the opponent’s king such
that they cannot prevent their king being captured
(called “checkmate”). It is also possible for a game

4According to Ensmenger 2012, this metaphor originated
with Russian mathematician Alexander Kronrod in 1965 and
first appeared in print in (Simon and Chase, 1973).



to end as a draw, in which neither player wins. For
example, if a player has no legal moves, but his
king is not under attack, then the game ends in a
draw.

Chess has a rich literature, spanning centuries.
We have presented just enough concepts so that
a reader unfamiliar with chess can follow the key
points of this paper. We reiterate that our goal is
not to produce a superior chess engine, but to use
chess as an example of an underlying world model
with formal rules, which we can use to constrain
an LLM playing chess, such that it never makes an
illegal move.

2.2 Propositional Resolution Proofs
In propositional logic, all variables are Boolean
(true/false), and there are no function or predi-
cate symbols. Many logical operators are stan-
dard, e.g., AND, OR, NOT, etc., but it is standard
to assume that formulas are in conjunctive nor-
mal form (CNF): a literal is either a variable x,
or its negation x; a clause is the disjunction of
a set of literals, e.g., (x1 + x2 + x3); and a for-
mula is the conjunction of a set of clauses, e.g.,
(x1 + x2 + x3)(x3 + x4 + x5). (We use + to de-
note OR, and juxtaposition to denote AND.) Propo-
sitional logic is the foundational layer of logical
reasoning, making it an ideal testbed for the rea-
soning capabilities of any AI system. As such, we
propose that propositional logic be the drosophila
of reasoning.5

Formally, a mathematical proof is simply a se-
quence of statements, leading from a set of assump-
tions to a desired conclusion, such that (1) each
statement is logically implied by the assumptions
and preceding statements in the proof, and (2) this
implication can be efficiently checked, usually syn-
tactically according to the rules of a given proof sys-
tem. Specifically, in this paper, we focus on proof
by resolution: given two clauses (A1+· · ·+An+x)
and (B1+ · · ·+Bm+x), where the Ai and Bj are
literals, and x is some variable, then the conjunc-
tion of the two clauses implies the clause (called
the “resolvent”) (A1+ · · ·+An+B1+ · · ·+Bm).
In a proof by resolution, each statement in the
proof must be the resolvent of clauses from the
assumptions or previously generated proof state-

5Pan et al. 2025 express a similar sentiment: “Boolean SAT
solving captures the essence of deductive logical reasoning
because: 1) Boolean logic lies as the foundation of all logical
reasoning, and 2) many modern SAT solvers are inherently
formal deductive systems that implement the resolution proof
system.”

ments. Resolution is known to be a sound (i.e., no
false statement can be proven) and complete (i.e.,
any true statement can be proven) proof system.
Without loss of generality, we further restrict our-
selves in this paper to proofs by refutation, mean-
ing that the desired conclusion is to imply false,
which proves that the original assumptions are a
contradiction.

For convenience in interacting with the text-
based LLMs, we adopt the common convention
of denoting variables simply by their number, and
denoting negation using the minus sign. So the ear-
lier example of clauses (x1+x2+x3)(x3+x4+x5),
would be denoted (1 + 2 + −3) (3 + −4 + 5).

2.3 Constrained Decoding

At a high level, a typical LLM works as follows:
1: initialize buf ← initial prompt
2: repeat
3: dist ← Softmax(Nnet(buf ))
4: sample next_token from dist
5: append next_token to buf
6: until next_token = EOS

where buf is the context buffer; Nnet is the neural
network in the LLM that produces weights for each
possible next token; dist is a probability distribu-
tion over the possible next tokens, generated via
some version of softmax; and EOS is the end-of-
sequence token.

The goal is to constrain the LLM to generate only
output that obeys some syntax rules. But given the
large investment in training the network Nnet, we
do not want to modify it. And given that evaluating
Nnet(buf ) is slow, we wish to avoid any backtrack-
ing or speculative evaluation.

Constrained decoding takes advantage of this ba-
sic LLM architecture to modify only the decoding
step, to mask out illegal token choices: (Changes
are highlighted in green.)

1: initialize buf ← initial prompt
2: initialize parser P.INIT(buf )
3: repeat
4: dist ← Softmax(Nnet(buf ))
5: mask ← P.LEGALNEXTTOKENS()
6: disallow in dist any token not in mask
7: sample next_token from dist
8: append next_token to buf
9: update P.UPDATESTATE(next_token)

10: until next_token = EOS

Here, P is some sort of parsing engine for the syn-
tactic constraints being enforced. For example, if



we wish to force the LLM output to obey a regular
expression, then P could maintain a finite-state au-
tomaton that tracks all states from which there is a
path to an accepting state. By restricting the next to-
ken to always be in P.LEGALNEXTTOKENS(), we
guarantee that the generated output cannot violate
the regular expression.

Constrained decoding has the desired properties:
Nnet is not modified, and not evaluated more than
necessary, and the output is guaranteed to obey
the syntactic restrictions. An additional desirable
property is that it is “minimally invasive” (Beurer-
Kellner et al., 2024), meaning all legal behavior
of the LLM is still allowed, with the same rel-
ative probabilities. Clever implementation can
make constrained decoding very efficient. For ex-
ample, “token misalignment” occurs if the LLM
and parser tokenize the text stream differently;
this can be solved efficiently by pre-computing
what is essentially small automaton that performs
a limited look-ahead at what tokens the parse is
prepared to accept. (Beurer-Kellner et al., 2024;
Hamilton and Mimno, 2025) It is also useful to
be able to switch between constrained and uncon-
strained decoding, because restricting the LLM
to only constrained output can limit its reasoning
ability. (Banerjee et al., 2025) This can be accom-
plished easily by having the parser recognize spe-
cific token sequences to start and stop enforcing
constraints.

3 Logically Constrained Decoding

But what if we wish to enforce richer constraints
than mere syntax? For example, we might wish to
generate a program that obeys specified functional
properties, or a mathematical proof that is logi-
cally sound. For such an application, syntactical
constraints are insufficient, because there is an un-
derlying world model, upon which the correctness
or incorrectness of an output depends. For program
correctness, this world model might include the
values and types of program variables, assumptions
on program paths, and the semantics of various
operators. For mathematical proof, the underly-
ing model might include constraints (assumed or
derived) on the domains and interpretations of all
formal symbols, and the status of assumptions and
proof goals.

In this paper, we propose the concept of logically
constrained decoding. We retain the framework of
constrained decoding, with its desirable attributes,

but we seek to enforce formal, logical constraints
that reflect some world model underlying the rea-
soning.

The basic idea is actually very simple. The key
insight is that the parser P in (normal, syntactic)
constrained decoding is already doing logically
constrained decoding, but just for a very limited,
underlying world model. For regular expressions,
the world model is just a finite automaton; for
CFGs, a pushdown automaton. Why not substi-
tute a richer world model?

So, in logically constrained decoding, we gen-
eralize the parser into a symbolic constraint en-
gine. Just as in normal constrained decoding, it
watches the generated tokens, and updates the state
of its internal world model. And just as in normal
constrained decoding, it reasons about this world
model to mask out illegal next tokens, guaranteeing
that the generated output is correct with respect to
this underlying world model. The difference is that
this world model can be more complex, involving
symbolic reasoning.

The challenge, of course, is the LEGALNEXTTO-
KENS operation. For purely syntactic constraints,
with a finite or pushdown automaton as the under-
lying world model, the legal next tokens can be cal-
culated via standard automata-theoretic techniques.
But for more general constraints, it’s not obvious
that one can compute the set of legal next tokens,
i.e., tokens that are the next token in the prefix
of an overall correct output. Are there any non-
trivial, non-syntactic world models for which we
can implement logically constrained decoding? We
answer this question affirmatively with two simple,
but non-trivial examples: chess and propositional
resolution proofs.

Chess, as a “Drosophila” experiment, turns out
to be easy, but illustrates constraining LLM output
according to formal, logical rules completely un-
like the syntax-focused prior work on constrained
decoding. The underlying world model is simply
the state of the chess board.6 As the LLM gener-
ates chess moves, the symbolic constraint engine
updates the board state. For the LEGALNEXTTO-
KENS operations, the constraint engine solves for
the set of legal next moves in the current game
state, looks at the partially generated move from

6Chess afficianados will note that aside from the obvious
positions of pieces on the board, state includes some additional
information, like en passant pawns, castling options, etc. But
this is all finite-state and well-documented, e.g., in Forsyth-
Edwards notation.



the LLM (if any), and allows any token that can
lead to generating one of the complete legal moves.

Propositional resolution proofs are our second,
more complex example. Propositional proofs are
the essence of mathematical proof, and as men-
tioned earlier, resolution lies at the core of practi-
cal, modern SAT solvers. In this case, the state of
the underlying world model is the set of clauses
that were either given as assumptions, or have been
proven already. A legal “move” is a resolvent of ex-
isting clauses. (We can also enforce that the move
does not generate a duplicate of an existing clause,
or a useless tautology like (x+x).) When the LLM
is trying to generate its next move, the symbolic
constraint engine enforces that each additional to-
ken maintains that the generated output be a prefix
of a legal resolvent. For example, given assump-
tions (1) (−1 + 2) (−2), the legal resolvents are
(2) (generated by resolving (1) and (−1 + 2)),
and (−1) (generated by resolving (−1 + 2) and
(−2)). So, the LLM is constrained7 to generating
a ( next, and then either a 2 or a −, and then if it
had generated (2, it must generate a ) next, and if
it had generated (−, it must generate a 1 next, etc.

So, it is possible in theory to do logically con-
strained decoding for two small, but non-trivial
problems. But is it efficient enough to improve the
accuracy of real LLMs? That is a question that
must be answered empirically.

4 Empirical Results

We now evaluate how well logically constrained
decoding works on our two example world mod-
els. Specifically, we explore (1) Is it easily imple-
mentable in practice on real LLMs? (2) Does it
improve the quality of LLM outputs on these prob-
lems in practice? and (3) What is the impact on the
LLMs’ token throughput?

To answer the first question, we imple-
mented logically constrained decoding for these
two problems on several different LLM fami-
lies: Qwen2.5 7B / 14B / 32B (Qwen et al.,
2025), Llama 3.1 8B (Grattafiori et al., 2024),
Gemma3 7B / 14B / 27B (Team et al., 2025), Phi4-
mini (Microsoft et al., 2025), and Ministral-8B
(Jiang et al., 2024). We selected these models be-
cause they are open-source, and fit on our comput-
ing infrastructure. (Our experiments were run on a

7As noted earlier, the symbolic constraint engine can be de-
signed to allow the LLM some unconstrained thinking tokens,
and only constrain specific parts of the output.

shared cluster, using Dell EMC C4140 GPU com-
pute nodes, with 8GB RAM per core, and NVIDIA
Tesla V100 GPUs with 16GB or 32GB.) All mod-
els are instruction fine-tuned. To account for nu-
merical instability, Gemma3 models were run with
FP32, while others in FP16. 8-bit quantization
was used for all Gemma3 models and Qwen2.5
32B. Code was in Python, using the HuggingFace
Transformers Library (Wolf et al., 2020). Overall,
we encounted no particular difficulties in imple-
menting logically constrained decoding with these
LLMs. Our code is available on GitHub8.

We evaluate the effect on LLM output quality
in §4.1 for chess, and §4.2 for resolution proofs.
In §4.3, we report on the effect of logically con-
strained decoding on LLM performance (token
throughput).

4.1 Chess Results
We first investigate how much improvement log-
ically constrained decoding provides to LLMs to
avoid illegal moves. Anecdotally, LLMs play open-
ings well, but gradually perform worse as the game
progresses. As we saw in Figure 1, even frontier
models eventually attempt moves that violate the
rules of chess. Thus, as our figure of merit, we look
at the number of legal moves an LLM can make
before it makes an illegal move. At the syntax
level, we ask models to output moves in Standard
Algebraic Notation (SAN). While several other no-
tation systems exist (i.e. Long Algebraic Notation
or Portable Game Notation), we consider a move
valid only if it is written in SAN. More importantly,
though, we check whether each move is a valid
move according to the rules of chess, for the cur-
rent board configuration.

To create a consistent opponent, we play LLMs
against the Stockfish chess engine. We down-
loaded the latest 17.1 version and performed exper-
iments across 5 difficulty settings, with a depth of
15 plies. At lower difficulties, Stockfish chooses
moves more randomly.

Because of the randomness in both Stockfish
and the LLMs, we play 20 games (10 as White, 10
as Black) for each model, with and without logi-
cally constrained decoding. When it is Stockfish’s
turn, it plays (with some randomness, depending
on the difficulty) what it believes to be the best
move. When it is the LLM’s turn, we allow it to
generate a maximum of 10 tokens, which is longer

8https://github.com/terwo/logically-c
onstrained-decoding

https://github.com/terwo/logically-constrained-decoding
https://github.com/terwo/logically-constrained-decoding


Games by Type
Reason Unconstrained Constrained Total

Illegal Move 897 0 897
Checkmated 3 898 901
Draw 0 2 2

Total 900 900 1800

Table 1: Chess Game Outcomes Across All Experi-
ments. For each of the Unconstrained condition (the
original LLM) and the Constrained condition (the LLM
with logically constrained decoding), we played 9 LLMs
against 5 different levels of Stockfish for 20 games each,
for a total of 900 games. Without the benefit of logi-
cally constrained decoding, the LLMs attempted illegal
moves in 897 out of 900 games; in the other 3, the
LLM lost before it could make an illegal move. With
logically constrained decoding, the LLMs never made
illegal moves in any game. Draws were due to the five-
fold repetition rule.

than any possible SAN move in any position. For
the Constrained condition, we allow the start of
a legal move to have leading whitespace, and the
end to have trailing whitespace, but do not allow
whitespace between partial continuations of them.
For example, “ Nf4” is allowed but “N f4” is not.
Each completed set of moves (one from both White
and Black) is then formatted into the prompt for
the LLM’s next move. Full prompts are detailed in
Appendix A.

Detailed experimental results are shown in Fig-
ure 2. On average, the unconstrained models gener-
ated roughly 5 moves before making an illegal one,
whereas the logically constrained models played
legal moves for much longer, until the natural end
of the game. Table 1 summarizes the reasons that
each game ended, over all experiments. Clearly,
logically constrained decoding makes a dramatic
difference in LLM correctness for chess.

4.2 Resolution Proof Results

These experiments are to assess the improvement
that logically constrained decoding provides to
LLMs, to prevent the generation of incorrect proof
steps. Unlike in chess, there is no value in gener-
ating a longer proof — a proof is either correct or
not. Therefore, we count the number of correctly
generated proofs, over repeated trials, as our figure
of merit.

Similar to the variety of chess notations, there
are various syntaxes to represent a clause in propo-
sitional logic. We chose the notation common in
Boolean SAT solving and in electrical engineering,

where the plus sign + symbolizes a logical OR.
As the challenge problem for the proofs, we

chose the well-known Pigeonhole Problem:
proving that it’s impossible to place n + 1
pigeons in n pigeonholes if no two pigeons can
share a pigeonhole. These are hard proofs: the
propositional encoding for this problem has Θ(n2)
variables and Θ(n3) clauses, and the resolution
proof has an exponential lower-bound in size.
We generate problem instances that encode the
pigeonhole problem for 1, 2, and 3 holes. Our
specific SAT encoding is shown in Appendix B.

For 1 and 2 holes, we run each model 50 times
for each constraint condition (with and without
logically constrained decoding). For 3 holes, due to
limited time and computing resources, we could not
complete the full number of trials — more details
below. Similar to our implementation for playing
chess, LLMs were permitted to output tokens that
correspond to brackets, literals, or plus signs with
leading or trailing whitespace. The LLMs are also
allowed to output reasoning steps in separate lines
that start with a double backslash //, and output
the clauses for the proof on new lines. The prompts
used are in Appendix A.

Discussing the results in increasing order of pi-
geonhole size:

1 Pigeonhole, 2 Pigeons: Many unconstrained
models were able to successfully generate resolu-
tion proofs for the pigeonhole problem with only
1 hole and 2 pigeons. With the benefit of logi-
cally constrained decoding, the success rate goes
to 100%. A correct resolution proof for this en-
coding is very short (only 2 resolvents before the
empty clause), so we limited the output generation
to 100 tokens. Figure 3 shows the accuracy for
both constraint conditions across all models for 50
iterations.

2 Pigeonholes, 3 Pigeons: With 2 pigeonholes,
the proof becomes much harder. Across 50 itera-
tions, no Unconstrained models were able to suc-
cessfully complete the resolution proof. In con-
trast, with logically constrained decoding, every
model successfully generated a correct proof 100%
of the time. Figure 4 depicts these results graph-
ically. We limited the output generation to 1000
tokens. We also attempted this proof informally
on some commercial frontier models. (We do not
have the resources to do extensive experiments on
these models.) ChatGPT-5 completed this proof
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Figure 2: Detailed Experimental Outcomes for Chess Games. There are nine subgraphs here, one for each LLM,
labeled above the subgraph. On each subgraph, the x-axis is the Stockfish difficulty level that was the opponent
of the LLM. The y-axis is the average number of moves played, over 20 games. (The whiskers show 1 standard
deviation.) For each experimental condition, the blue bar on the left is for the original, unconstrained LLM, and
the orange bar on the right is with logically constrained decoding. In the unconstrained condition, the LLMs make
illegal moves very soon after starting to play. With logically constrained decoding, the LLMs never make illegal
moves, so last long enough to eventually lose, losing faster to the stronger Stockfish difficulty settings.
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Figure 3: Results for Pigeonhole Proofs of Size 1. The
y-axis is the fraction of proof attempts that were cor-
rect (out of 50 attempts). The x-axis has a pair of bars
for each LLM. In each pair, the blue bar on the left is
the success rate for the original, unconstrained LLM;
the orange bar on the right is the success rate with log-
ically constrained decoding. A missing bar indicates
0% correct proofs. These small LLMs are able to gen-
erate correct resolution proofs in many cases, but this
improves to 100% with logically constrained decoding.
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Figure 4: Results for Pigeonhole Proofs of Size 2. This
graph has the same interpretation as Figure 3. However,
all the blue bars are missing, because no unconstrained
LLM was able to complete this proof correctly. The
constrained LLM successfully completes the resolution
proof on all attempts.
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Figure 5: The average tokens per second generated
by Qwen2.5-7B across both Unconstrained and Con-
strained conditions. The logically constrained decoding
for pigeonhole instances of size 3 is optimized by en-
forcing the LLM to only choose possible resolvents of
minimal length.

successfully, but Claude Sonnet 4 did not.

3 Pigeonholes, 4 Pigeons: Due to limited time
and computing resources, we reduced the number
of trials from 50 to 20 per experimental condition.
None of the unconstrained models were able to
successfully complete this resolution proof. We
limited the output generation to 3000 tokens.

For the logically constrained LLMs, we were not
able to complete the experiments. This is a long
and hard proof, and as the number of clauses in
the proof grew, the number of resolvents became
unmanageably large. However, if we relax the goal
of minimal invasiveness, we can exploit the logical
structure of clauses to improve efficiency: specif-
ically, if a partially generated clause is already a
legal resolvent, it is pointless to allow the clause
to grow any longer, as that only makes the clause
weaker. Accordingly, we can modify the constraint
engine to force the LLM not to generate a need-
lessly long resolvent. With this optimization, even
the small Qwen2.5 7B model manages to complete
the proof correctly. In contrast, as described in the
introduction, ChatGPT-5 tries to make an unsound
deduction in its proof attempt.

4.3 Effect on LLM Performance

As a measure of the effect of logically constrained
decoding on LLM throughput, we measured the
average number of tokens per second across all
resolution proofs generated by Qwen2.5-7B in Fig-
ure 5. The optimization mentioned above is applied
to the pigeonhole instances of size 3. The latency
overhead is generally minimal in our experiments.

On the downside, our symbolic constraint en-
gine for the resolution proofs doesn’t scale well
as the proof length grows, because it is trying to
generate all possible resolvents. For example, the
shortest proof generated by Qwen2.5-7B on the
3-pigeonhole proofs was 126 clauses long, and on
this shorter proof, the throughput was 24.7 tokens
per second. In contrast, the longest proof took 627
clauses, which slowed the throughput down to 5.5
tokens per second. This motivates our future work,
to explore more efficient proof systems that avoid
this blow-up in the number of resolvents.

5 Conclusion and Future Work

We have introduced logically constrained decoding,
which lifts the concept of constrained decoding be-
yond syntactic constraints to enforcing logically
correct output with respect to an underlying, for-
mal world model. We have demonstrated proof-of-
concept implementations for chess and for propo-
sitional resolution proofs, on nine different LLMs.
Our technique guarantees that the small LLMs do
not generate illegal outputs for the problems be-
ing solved, and enables them to generate correct
outputs on problems that even state-of-the-art, pro-
prietary frontier models solve incorrectly.

The main line for future work is to expand the ap-
plicability of our technique to additional domains,
such as code generation or richer proof systems
(e.g., Lean). The principle challenge is how to turn
the logical constraints into something that can be
enforced efficiently at the token level. For code
generation, we are excited by the work of Mündler
et al. (Mündler et al., 2025) on constrained gen-
eration of type-safe programs. For mathematical
proof, we are currently developing a more efficient
technique for a more powerful proof system than
resolution.

Limitations

In empirical research on LLMs, there is always the
risk of unexpected behavior due to minor variations
in prompts. For example, there are many notations
for Boolean OR in common use that might have
appeared in training data, so an LLM might be-
have differently if we had prompted it to use ∨ or
even \lor, instead of +. We have not explored
varying the prompts, but we do not expect that our
results would change materially. Our prompts are
disclosed in Appendix A.

We can modify and perform experiments only



on open-source language models, so it is unclear
to what degree our results can be applied to pro-
prietary, frontier models. Similarly, even with
open-source models, we were limited by our avail-
able computing resources to using smaller models.
We believe these are sufficient to demonstrate the
promise of our approach, but more extensive exper-
iments would be valuable.

In our prompts, we suggest limits to how the
LLM can “think aloud” in its answers. This is
purely to simplify our implementation, so that our
symbolic reasoning engine can easily ignore the
unstructured portions of the LLM output. Baner-
jee et al. 2025 show that strictly constraining LLM
outputs can reduce the LLM’s reasoning ability,
but this can be restored by allowing the LLM to
generate unconstrained output with only clearly de-
limited parts subject to the constraints. Our chess
experiments did not allow arbitrary unconstrained
“thinking” outputs, so the LLMs likely did not play
as well as they might have. Nevertheless, we were
evaluating LLMs only on whether moves were le-
gal or not. Our resolution proof experiments did
allow the LLMs to generate unconstrained outputs
within comments, along the lines suggested by
Banerjee et al.

Our current implementation for resolution does
not scale to larger proofs. Even so, we are able
to generate correct proofs with smaller LLMs for
problems that befuddle large, frontier LLMs. As
noted above, we are working on a much more effi-
cient proof system, which should scale better.
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A Full Prompts

The prompts used for experiments are listed below. There is no whitespace after the colon in all prompts.

Chess Prompts

White’s Perspective

You are a chess grandmaster.
You are playing chess as White in the
starting position. You are playing
against a strong opponent.
Output your next, competitive move
in Standard Algebraic Notation
(SAN). Do not include move num-
bers.

White:

Black’s Perspective

You are a chess grandmaster.
You are playing chess as Black after
White has made their first move.
You are playing against a strong
opponent.
Output your next, competitive move
in Standard Algebraic Notation
(SAN). Do not include move num-
bers.

White:
{stockfish_chosen_move}
Black:

Figure 6: Prompts for Playing Chess Against Stockfish. If playing as Black, the first prompt will include the first
move chosen by Stockfish.



Unconstrained Resolution Prompt

Generate an unsatisfiability proof for the given clause database using only resolution steps.
Rules for Clauses:
1. Each clause must start with ’(’ and end with ’)’.
- Integers must be separated by ’+’ with optional spaces around it.
- Negated literals have a leading ’-’
- Example: (1 + -3 + 4) 2.
Each derived clause must be valid with respect to the original database and all previously generated
clauses.
- A clause C is valid if it is the resolvent of two existing clauses in the current set.
- The two parent clauses must share exactly one pair of complementary literals.
- The resolvent is formed by taking all literals from both parents except the complementary pair,
with duplicate literals removed.
3. Do not repeat any clauses already in the database or previously generated.

Output Format:
- Each line is either:
a) A comment line starting with ’//’ followed by reasoning, OR
b) A clause line in parentheses only, with no extra text.
- No introductions, no summaries, no prose outside of comment lines.
- First non-comment line must be a clause.
- The proof must end exactly with the empty clause ().
Example:
Clause database: (1 + 2) (1 + -2) (-1 + 2) (-1 + -2) (1 + 2 + 3)
Proof:
// Resolving (1 + 2) and (-1 + 2) on literals 1 and -1 gives (2)
(2)
// Resolving (1 + -2) and (-1 + -2) on literals 1 and -1 gives (-2)
(-2)
// Resolving (2) and (-2) gives the empty clause ()
()

Now, generate an unsatisfiability proof for the following:
Clause database: {clause_database}
Proof:

Figure 7: The Prompt to Generate Resolution Proofs with Unconstrained Decoding



Constrained Resolution Prompt

Generate an unsatisfiability proof for the given clause database using only resolution steps.
Rules for Clauses:
1. Each clause must start with ’(’ and end with ’)’.
- Integers must be separated by ’+’ with optional spaces around it.
- Negated literals have a leading ’-’
- Example: (1 + -3 + 4) 2.
Each derived clause must be valid with respect to the original database and all previously generated
clauses.
- A clause C is valid if it is the resolvent of two existing clauses in the current set.
- The two parent clauses must share exactly one pair of complementary literals.
- The resolvent is formed by taking all literals from both parents except the complementary pair,
with duplicate literals removed.
3. Do not repeat any clauses already in the database or previously generated.

Output Format:
- Each line is either:
a) A comment line starting with ’//’ followed by reasoning, OR
b) A clause line in parentheses only, with no extra text.
- No introductions, no summaries, no prose outside of comment lines.
- First non-comment line must be a clause.
- The proof must end exactly with the empty clause ().
Example:
Clause database: (1 + 2) (1 + -2) (-1 + 2) (-1 + -2) (1 + 2 + 3)
Proof: (2) (-2) ()

Now, generate an unsatisfiability proof for the following:
Clause database: {clause_database}
Proof:

Figure 8: The Prompt to Generate Resolution Proofs with Logically Constrained Decoding



B Pigeonhole Encoding

We encode our pigeonhole principle instances with n holes and k = n + 1 pigeons: for each pigeon
i ∈ {1, ..., k} and hole j ∈ {1, ..., n}, we introduce a new variable variable xij , which is True if pigeon i
is in hole j.

The CNF formula has two types of clauses:

1. Pigeon clauses
For each pigeon i, it must be in some hole

(xi1 + xi2 + ...+ xin) for each i ∈ {1, ..., k}

2. Hole clauses
For each hole j, for every pair of distinct pigeons i ̸= i′, both must not be in the same hole

(−xij +−xi′j) for each j ∈ {1, ..., n}, 1 ≤ i < i′ ≤ k

Since there are n+ 1 pigeons yet only n holes, the formula is unsatisfiable, which can be proven with
resolution.

We store these formulas in the DIMACS format. We load these formulas with the PySAT package
(Ignatiev et al., 2018, 2024). An example of our encoding for a pigeonhole instance of size 2 is as follows:

p cnf 6 9
1 2 0
3 4 0
5 6 0
-1 -3 0
-1 -5 0
-3 -5 0
-2 -4 0
-2 -6 0
-4 -6 0



C Tokenization

We only allow one consistent method of representing answers to each given problem (e.g., SAN for chess,
using plus signs OR in resolution proofs). In our implementation, we track the generation state, and
condition the valid next tokens on the current state. For example, in the resolution proof example, the
logically constrained model can only generate literals after outputting a left paranthesis or plus sign.

Therefore, we ensure that no tokenizer would split legal strings across states. After investigating how
each model family would tokenize text that represent legal moves / valid clauses under our specified
syntax, we did not find cases where strings that are composed of multiple states would be represented as
one token (e.g., "+ 3" could be tokenized separately as "+" and " 3" but not fully as one token). Many
tokenizers also represent larger numbers by splitting them up digit-by-digit (Golkar et al., 2024), and we
account for this in the state transitions for SAT solving by allowing the generation state to enter a "partial
literal" state.



D Sampling Parameters

We use all defaults provided by the HuggingFace Transformers library. We explicitly set temperature =
1.0, but otherwise defer to the model’s default configuration (e.g., top-k, top-k, etc.).

Pigeonhole Size (n) Max Token Limit

1 100
2 1000
3 3000

Table 2: Maximum Token Limits Allocated Depending on the Pigeonhole Size
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